
2. Novelty Heuristics
Let J denote a variable subset

● Partition Novelty (kPN) [5]

J in state s is novel iff its feature is new in previously 
seen states t with h(s) = h(t)

● Quantified Both (kQB) [6] (We extend to general case k>1)

J in state s is novel iff h(s) < h(t) for all other states t 
with the same feature for J

then we count novel variable subsets but also prioritise 
states with small novel subsets

= novel subset
= bad subset

1. Novelty Features
● Assignment (A) 

assign value for numeric variable

assign truth value for propositional variable

● Boundary (B) [4] (Figure also from same reference)

online boundaries based on 
min/max of numeric values

more numeric than (A)

less refined than (A)

The problem we are solving.
● Numeric Planning (satisficing)

● States now exhibit numeric variables

● Conditions are arithmetic expressions of numeric vars

Contributions
❖ Bring together some classical search techniques

➢ novelty heuristics [1,6]

➢ multi-queue search [2]

➢ portfolios [3]

❖ New simple heuristic hmd = hManhatten_Distance

➢ goal count + sum of numeric goal errors

❖ Empirical evaluation on IPC 2023 Numeric Track

➢ new satisficing numeric planner baseline

Numeric Novelty Heuristics
two steps to construct numeric novelty heuristics:

1. define a novelty feature

“vector representation of a state, based on previously seen states”

2. given a novelty feature and base heuristic, define a 
novelty heuristic

“map states to scalar values, based on previously seen states”

Combining Heuristics
1. Multi-Queue/Alternating Search

one search queue for each heuristic

2. (Static) Portfolios

try each configuration with n_heuristics-1 of the time limit

Experiments
● IPC 2023 Numeric Track, 20 domains x 20 problems

● 5 minute timeout 

8 GB memory

● Portfolios (P) > Multi-Queue (M) search

● Search > SMT for plan quality
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