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PDDL STRIPS Planning Synthesising GenPlans via Goal Regression

e Adomain is a set of first-order predicates and action schemata 9 ={®, #)
e Goal regression computes the minimal and sufficient condition for achieving a goal g via an action a

o = efficient policy space search
e PDDL STRIPS goal regression is defined by

e A problem is a domain, initial state, goal cond. and finite set of objects P ={®, s°, g, 0) Synthesise a GPlan 1t in the form of a set of first-order rules from #, ;, by

e Aplan ais sequence of actions that progresses s? to a state satisfying g 1. compute optimal plans {a,, ..., a } for single goal atoms in some order {g.,..., g } for
regr(g, a) = (g \ add(a)) U pre(a)
each training problemP € P
: g ! 2. perform goal regression on goals g. with corresponding plans m, to get a set of ) SodipeIs .
Planning and RL: What’s the Difference? | |
. . . : : Bt(caxs, kitchen) Generalised Plan
| partial-state, macro-action pairs {g;, a.) where a.=a,, ..., a ; ) STRIPS Domain N atRobot (kitchen) | . (cake, kitchen) (= \
Both Solve MDP e )| e '
: g, kitchen) var: 7obj, 7loc
. . . . v Pobj, 71 : ;
O olve S: 3. lift the set of pairs {o;,, a,) and goals g, into a set of first-order rules pre: atRobot(?1oc), holding(7obi) iz (CpubomCeake, mivonen )l | I e s e )
add: at(?obj, ?loc), handFree() & . @ . Y DA
PI . R . f t L . | del: holding(7obj) )l g h:;d;nfgiéﬁet)l ) oiainaleaE) o(% ! actions: putDown(7obj, ?7loc)
~ |atnobo itcnen N 0}
annlng eln Orcemen earnlng {H{X} /\ , ps(Xs) A /\ . pg(Xg) N a1(X1a) a (X a)}} fmzzj peror 7o N §° at (dog, kitchen) atRobot (kitchen) %_\ rule2var S
i=1,...,mlj Y7 j=1,...nTj 7] £ g g N ST A = sl
pre: atRobot(?from) > move (backyard, kitchen) l > sCond: atRobot(?711), holding(7obj)
model-known model-free or model-based » " . add: atRobot (?to) T.C ) glond: at(?obj, ?12)
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goal-conditioned, minimise cost maximise reward 9 g
transitions modelled symbolically transitions modelled as distributions

Instantiating GenPlans via Database Experiments

search algorithms: A*, GBFS, iILAO*, LRTDP  search algorithms: MTCS, UCT, TD(A)

Algorlth ms Benchmarks: HUGE numbers of objects
heuristic functions (cost-to-go estimator) value functions (expected reward) speed
Max #Training Objects Max #Testing Objects
fOCUSEd GP Barman 27 853
algorithms guided by models algorithms guided by rewards Instantiate a GPlan 1 on a problem P € 2__ by treating it as a policy rery 1401
- - ' - Gripper 5 48500
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1. sets=s,and while the goal has not been achieved, repeat the following steps Miconie i 1950
o " Rovers 36 596
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: | rr ndin n f action X,%), ..., a (X ?)on : :
3. apply corresponding sequence of actions a1( ; ), ..., aq( 0 Jons Synthesis Experiments
Generalised planning problem: |
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 Issynthesised from Instantiating GenPlans via Search -
e can be instantiated to solve problemsin 2, Satisficing Planning Experiments
quality Cumulative coverage (1)
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