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Explainable Features
❖features understood by analysing dependency graph
❖e.g. Blocksworld; largest feature in trained model:

“number of blocks correctly on table with correct block above it”

❖weight of -1.76, 
⇒ rewards correct blocks on table

Contributions
1. Automatic feature generation for planning tasks

2. Theoretical comparisons to related work

3. Experiments

The problem we are solving.
● Learning for domain-specific planning

● Train models on small problems

● Test on large problems.       e.g.

1. New WL Features for Planning
●new: construct Instance Learning Graph for states

●run Weisfeiler-Leman (WL) algorithm for edge-labelled graphs

●WL algorithm idea: iteratively refine node colours based on 
neighbouring nodes (image from [3])

 

+ Feature vectors agnostic to downstream model
+ Fast to train (up to 900x faster than GNNs) + generate
+ Few parameters (up to 600x fewer than GNNs)
+ State-of-the-art expressivity (see 2.)
+ Explainable features

2. Theoretical Results
●WLF = new contribution
●DLF = Description Logic Features [4]
●Muninn = Relational NNs for Planning [5]

WL Features most expressive, alongside DLF
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3. Experiments
● IPC 2023 Learning Tracka
● train and test set sizes →
● coverage results ↓ (it works)

WLF-GOOSEWLF-GOOSE

>20% more coverage 
than GNNs

Deep Learning for 
Planning is Overrated

●Neural Networks
Expensive to train and use

Non-deterministic optimisation

Not explainable

●GNNs
Research saturated on molecular datasets

Limited expressivity [1]

New models barely beat 1-WL and expensive

●Transformers
Discount GNNs + an ordering on nodes

Claims often exaggerated and overstated [2]

Poor generalisation


